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Note :The candidates are required to attempt two questions each from
Section A & B, Section C will be compulsory.

SECTION-A
1353
I State Cayley-Hamilton theorem, verify this theorem for the matrix 4 = |4 Z" 3 (6)
1 2 1
I1(a) If Aisan X n matrix and p(A) = n — 1, show that pladj.A) =1 (3)
3a—8 3 3
I (b) Find the values of a such that the rank of the matrix 4 = 3 3a—8 3 is< 2
3 3 3a—8
Also find the rank for these values of a. (3)
1l (a) Find the values of A and u so that the system of equations
X+y+z=6 x+2y+3z=10, x+2y+Az=yu
has (i) no solution (i) 2 unique solution (iii) an infinite number of solutions (3)

i (b) Ifequationsx =cy + bz, y=az+cx, z=bx + ay have a non-trivial solution,

then show that the solutions are given by x = V1 — a2, Yy=AN1-0?% z= V1 -2,

where A is any real number. (3)
. . 21, . '
IV (a) Diagonalize the matrix 4 = [3 2] ,if possible. (3)
2 0 -1
IV (b) Using Gauss Jordan Method, find the inverse of matrix A =[5 1 0 (3)
01 3
SECTION-B
V Prove that there exist a basis for each finite dimensional vector space. (6)

VI Let V be the set of all n X n skew-symmetric matrices over field R. Let vector addition and scalar
Multiplication be defined as usual addition of matrices and muitipiication of a scaiar
with a matrix. Show that V is a vector space over R (6)
VIl (a) Let V be a finite dimensional vector space over a field F and T;V —» V be alinear
operator. Show that Range(T)NKer(T) = {0} if and only if
forallv € V,T(T(v)) =0=>Tw) =0 (3)

VIl (b) Let T be a linear operator defined on R? defined by
T(x,y) = (x + 2y,3x + 4y). Find p(T), where p(T) = t? — 5t — 2 (3)



VIl If the matrix of a linear operator T on R relarive to the standard basis

1 1 -1
is [—1 1 1‘, then find the matrix T r=iztive to the basis B = {(1,2,2), (1,1,2),(1,2,1)}
1 -1 11
Hence verify that [T;B] [v; B] = [T(v);B] ¥ = = 23 ‘ (6)
SECTION-C H
IX(a) If A is an eigen value of an invertible marrix 4 over R, then
1Al . . .
prove that ~ isan eigen value of adj A
1 -1 2
IX (b) Show that the row vectors of matrix £ = —1 Z —4/|arelinearly dependent.
—1 -1 2
2 3 3]
IX (c) Find rank ofamatrix A =3 6 12
' 2 4 81
< (d) Does the following system of equations hawe = mam-22r0 solution?
x+2y+3z=0,3x+4y+4z=0, Tx + 10y +122=0
IX (e) If Wis a subspace of a finite dimensional vecsar sz2c= V over a field F, then prove
thatdimW < dimV
IX (f) Prove that intersection of two subspaces of z v=—or space isalso a subspace.
IX (g) Let V be a vector space over a field F. Suppos= = Si=2= subset S = {x1, %2, %3, cev e, X, } OF
non-zero elements of V is linearly dependent t5== zrove that some element

say xi of S can be written as a linear combination of remaining elements of S.

IX (h) Give an example of a linear operator T such
that T # 0,T> # 0, T3 # 0, .. cc ..., T L 2 0, but T" = 0.
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